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Abstract

Along with the positive developments of the globalizing world, new types of crime such as social media fraud, drug trafficking and vehicle 
robbery, which have disrupted community welfare and order, have also emerged. With developments in information technology, it is possi-
ble to record real-time various data related to subject of crimes, location and time information, type of crime. By analyzing these recorded 
raw data using various data mining methods, it is possible to extract information that can be used to identify the data or for prediction pur-
poses. In this study, an analysis of the association rules on the NIBRS Crime dataset which includes real crime cases from July 2016 to 
April 2018 in the state of Maryland in USA was carried out using R program with Apriori algorithm and Rapid Miner with FP-Growth al-
gorithm. With these association rules created, the time intervals, the districts, the types of crimes and the frequency of the occurrences are 
analyzed and the results of the algorithms are presented. With the results of this analysis; for organizations which are responsible for main-
taining the peace and social order, such as security forces and law enforcement agencies; it is possible to follow useful information such as 
which crimes are committed more frequently and in which time period of day the criminals are more active.
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Öz

Küreselleşen Dünya’nın hayatımıza kattığı olumlu gelişmeler ile birlikte, toplum refahını ve düzenini bozan sosyal medya dolandırıcılığı, 
uyuşturucu ticareti, araç hırsızlığı vb. gibi yeni suç türleri de ortaya çıkmıştır. Bilişim teknolojisindeki gelişmeler sayesinde bu suçların 
konusu, konum ve zaman bilgileri, suç türü gibi olaya ilişkin çeşitli verilerin gerçek zamanlı kayıt altına alınabilmesi mümkün olmakta-
dır. Kayıt altına alınan bu ham verilerin çeşitli veri madenciliği yöntemleri kullanılarak analiz edilmesi ile veriyi tanımlayan veya öngörü 
amaçlı kullanılabilecek bilgilerin ortaya çıkartılması mümkündür. Bu çalışmada, veri madenciliği uygulamalarından R programı ile Apri-
ori algoritması ve Rapid miner programı ile FP-Growth algoritması kullanılarak, ABD’nin Maryland eyaletinde 2016 yılının Temmuz ayın-
dan 2018 Nisan ayına kadar meydana gelen suç verilerinden oluşan NIBRS Crime veri seti üzerinde birliktelik kuralları analizi uygulaması 
gerçekleştirilmiştir. Oluşturulan bu birliktelik kuralları ile hangi saat aralıklarında, hangi semtte, ne tür suçların, ne sıklıkla gerçekleştiril-
diği analiz edilmiş ve algoritmaların sonuçları sunulmuştur. Bu analiz sonucunda çıkan sonuçlar ile güvenlik güçleri ve kolluk kuvvetleri 
gibi toplumun huzurunu ve düzenini korumakla görevli olan kuruluşların; hangi semtte, hangi suçların daha sık işlendiği veya suçluların 
hangi saat aralığında daha aktif olduğu gibi faydalı bilgileri takip etmesi mümkün olmaktadır.

Anahtar Kelimeler: Suç Analizi, Birliktelik Kuralları, Apriori, FP-Büyüme Algoritması

I. INTRODUCTION
With the development of technology and civilization in the world, the amount of data produced increases day by day. In 

this increasing world of data, the use of information systems is of great importance for the storage and interpretation of data. 
In this study, crime data, which is an important sociological phenomenon in human history, is examined. Crime is a concept 
that has existed since the early ages when humans existed. The murder of Adam and Eve’s first children, Habil, by his brot-
her, Kabil, is one of the first known criminal cases of premeditated murder [1].

While crimes were committed in simple ways in the early periods, today this situation is quite different. The constant 
change and development of technology and civilization, as well as changing human life in every sense, has also shown 
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its effect in the phenomenon of crime [2]. Existing types 
of crime have now become more complex and then simple. 
Crime is neither systematic nor purely coincidental. There-
fore, a standard definition of the concept of crime could not 
be made. Although there have been many definitions to date 
for the concept of crime, the most accepted of these is “a 
prohibited act or a whole of actions, or a violation of an ob-
ligation that is bound by the laws of society.” is the defini-
tion [1-3].

Crime analysis examines the relationship between crime 
and criminal, and includes data on the regional distribution 
of crimes. Crime analysis takes an important place in the 
field of safety and security in terms of providing foresight 
before a crime is committed [4]. Crime analysis is a concept 
that involves preventing crime from occurring, identifying 
existing crimes and crime trends and taking necessary mea-
sures against them [5]. The crime analysis has an important 
role in the security and safety in terms of finding the connec-
tion between the crime and the criminal, getting information 
about the rate of territories of the criminals which they have 
existed and providing foresight before committal.

An important issue in crime analysis is the representa-
tion of criminals according to a profile. This topic can be di-
vided into three main topics: inductive, deductive and ge-
ographic profiling. Inductive profiling is carried out with 
the help of the characteristics of known criminals. Deduc-
tive profiling is created by the responses and information 
provided by the victim. Geographical profiling is shaped by 
taking advantage of the geographical features of the place 
where the crime is committed [6]. Crime data mining is one 
of the most popular techniques used for crime analysis.

Data mining is the process of acquiring meaningful and 
large-scale information from large datasets to help decisi-
on-making for future processes. [7]. In other words, it is pro-
cess of obtaining the valuable data among the large-scale 
data. In this way, it is possible to discover the relations-
hips between the data and, if necessary, to make predicti-
ons [8]. Data mining techniques such as clustering, classifi-
cation and association rules (Apriori algorithm, FP-Growth 
algorithm) are some of the effective methods used in crime 
analysis. Through these techniques, it is possible to iden-
tify criminal patterns inference of relationships between data 
that appear to be unconnected. In the clustering technique, 
similarities and relationships in crime records can be found. 
The clustering technique allows the study of the proximity 
and distance of crime distributions by regions. Outlier dete-
ction stands out as a technique used to establish a pattern of 
abnormal conditions in records. Fraud detection is a crimi-
nal data mining method used in the study of issues such as 

network attacks. If there is unusual activity in an area, it is 
usually a sign of an incident [9].

It is essential to take a look at some important studies 
in the field of crime data mining to date. These studies pro-
vide important examples for the use of data mining in the 
field of crime.

The COPLINK project is significant from work in the 
field of crime data mining. In the COPLINK project, the po-
lice unit and a team from the University of Arizona worked 
together to extract assets from criminal records. As a result 
of this study, it was possible to infer those associated with 
the crime [10].

Ozgul, Atzenbeck, Çelik and Erdem have introduced a 
prediction model called Crime Prediction Model (CPM) to 
solve unsolved terrorist incidents [11]. Mason used the na-
ive bayes method of classification to analyze crime data in 
his study [12]. Mittal, Goyal, Sethi and Hemanth analyzed 
crime data using machine learning algorithms [13]. By using 
Thangamuthu, Vadivel and Priyadharshini clustering algorit-
hms; They analyzed crime data with the k-means algorithm 
and improved the crime-based forms [14]. Ma, Chen, and 
Huang used a two-step clustering algorithm called AK-Mo-
des for looking similar event subsets from large datasets au-
tomatically [15].

In this study, it is aimed to improve the application of 
association rules analysis on NIBRS Crime data consis-
ting of crime data that occurred between July 2016 and Ap-
ril 2018 in Maryland, USA [16]. Unlike other approaches in 
the crime prediction literature, it offers the design and imp-
lementation of a proactive method to predict crime trends. 
Crime data crime analysis was conducted on actual crime 
data provided by the U.S. General Services Administration 
[16]. Association rules were applied on dataset which con-
tain 98.272 criminal data.

This article is organized as follows. Chapter 2 presents 
the most important approaches in crime data mining lite-
rature and the most representative projects in such a rese-
arch area. Chapter 3 data describes training the step-by-step 
model and evaluation of real data. Finally, Chapter 4 is the 
conclusion of the article and summarizes future work.

II. METHODOLOGY

2.1. Association Rule Mining
Data mining represents the process of discovering signi-

ficant new relationships and trends through the processing 
of data stacks; Thanks to this process obtains eduseful mea-
ningful information. [17].
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Data mining methods are divided into two as predictive 
and descriptive. In predictive models, a model is developed 
from data with known results and it is aimed to estimate the 
result values for data sets with unknown results. In the desc-
riptive model, it is aimed to find data by combining with 
clustered relationships. Supervised (Classification); It is 
represented by Neural Network, K-Nearest Neighbor, Deci-
sion Tree, Bayesian , Genetic Algorithms, Decision Support 
Machines, Fuzzy Set and other methods. And Unsupervi-
sed; represented by Clustering, Association Rules, Sequen-
tial Pattern Analysis, Extreme Value Analysis and other met-
hods. [18,19].

Association rules are one of the most popular data 
mining methods. Support and confidence in the mo-
del discovered by the association rule technique are 
two interestingness measures of this rule [19,20]. 
Definition:

Let I = {I1, I 2, ..., I m} be a binary set of attributes that we 
will call products.

Let T = {t1, t2, ..., tn} denote the operations in the da-
tabase. The value each 
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 is any element in I and this 
element is not in X. In order to say that X ⇒ I rule is approp-
riate for T, it will be necessary to mention a certain level of 
confidence. That is, how much of all the X in T provide k 
to I should be expressed with the value c%. In this case, we 
can express the association rule with a confidence level of 0 
≤ c ≤ 1 as follows: X I c j ⇒ | . Trust level also expresses the 
strength of the rule. There are two values ​​used in expressing 
the mentioned relationships: Support and Trust. These va-
lues ​​are numerical values ​​and we need to define some nume-
rical terms to describe them. Let D be the database of transa-
ctions, and let N be the number of transactions in D.Each Di 
process is a set of products. [19,21].

Let support (X) be the ratio of transactions involving the 
X product set:

Confidence(X ) = {I | I ∈ D ∧ I ⊇ X} / N
I is an element set and |. | also shows the number of ele-

ments of the set.
The support value of an association rule is the ratio of 

both the previous and the next transactions to the total num-
ber of transactions. Confidence value is the rate at which 
transactions that include the previous one also have the next 

one. Support and confidence values ​​for A ⇒ C partnership 
are as follows [22].

support (A => C) = support (AUC)
confidence(A => C) = support (AUC) / support (A)
Rules that meet both the minimum support threshold 

(minup) and the minimum confidence threshold (minconf) 
are called strong. A set of items is called a set of itemset. An 
itemset that contains K element is a k-itemset [19].

If the confidence value is 100%, the rule is true in all data 
analyses, and these rules are called “definite”.

In the association rule, the relationship between the 
items is calculated by the criteria of support and confidence. 
The support criterion tells you how often the link between 
items is in the data. The confidence criterion tells you what 
probability B will be with A. In order for the association of 
the two elements to be important, both the criteria of support 
and confidence must be as high as possible [21,23].

2.1.1 Apriori Algorithm
In the literature, there are different algorithms that pro-

duce association rules. Apriori algorithm is the most widely 
used association rule mining algorithm known one in asso-
ciation rule inference algorithms [18].

Apriori is a classic and widely used association rule al-
gorithm. The Apriori algorithm works by scanning the da-
tabase multiple times to find frequent item sets.In the first 
scan, there is a found set of frequent items with one ele-
ment, providing the minimum support value. Frequent sets 
of items found in the previous search in on going scans are 
new potential frequent items called candidate clusters,Used 
to produce sets [24].

Steps of the Apriori algorithm:
1.	 Determining the minimum number of supports and 

the minimum confidence value.
2.	 Finding the frequency value (number of repetitions) 

of each item in the item sets and calculating the sup-
port values.

3.	 Having support lower than the minimum support va-
lue disabling items.

4.	 A new table is created with our products that have a 
support value equal to or above the minimum sup-
port value we previously determined. After creating 
our new table, we repeat what we did in the first 
step in our new table. Only this time the frequency 
value indicates the existence of both objects at the 
same time.

5.	 Removing sets of items that are below the minimum 
support value.
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6.	 Establishing trinity, quaternary ect. partnerships.
7.	 Those associations who exceed the minimum sup-

port value removal of anything else
8.	 Extracting association rules from triple, quaternary 

ect. partnerships.
The basic approach in this algorithm, whose pseudo code 

is defined in Figure 1. If the k-element cluster meets the mi-
nimum support criterion, the subsets of this cluster also meet 
the minimum support criterion. The support value of a set of 
items is not greater than the support value of its subset. All 
empty objects of a favorite object set non-subsets are also 
frequent. [25].

Figure 1. Apriori Algorithm Pseudocode

2.1.2 Frequent Pattern (FP) Growth Algorithm
The FP Growth algorithm is the improvement of the Ap-

riori algorithm. It is used to find a frequent set of items in a 
database without candidate creation. FP-Growth algorithm, 
one of the association rules, shows higher performance than 
other algorithms.

The FP-Growth algorithm consists of two steps: Crea-
ting the FP Tree and extracting common patterns from the 
FP Tree.

The database needs to be scanned twice to build the 
FP tree. The first scan selects frequently used items, it is 
then ordered in descending order to build the list. The se-
cond scan creates the FP-Tree. First, operations are reorde-
red according to the F list by removing non-frequent items. 
The reorganized transactions are later added to the FP Tree. 
The FP-Growth entry is the FP-Tree and the minimum num-
ber of supports. In the FP-Growth algorithm, the nodes in 

the FP-Tree are separated from the least found item in the 
F-List. All items in the path from the node to the root are 
collected while visiting each node. These items create the 
conditional pattern basis for that item. These The conditio-
nal pattern base that occurs with the element is a small data-
base of patterns. Later FP-Growth is created. FP-Growth is 
executed on the small FP-Tree and FP-Tree from the condi-
tional pattern base. The process is repeated repetitively wit-
hout creating a conditional pattern base [25].

Figure 2 shows the pseudo code of the FP-Growth al-
gorithm. First of all, support of each object in the database 
values are calculated in the algorithm. The support values 
correspond to the support threshold given as input to the 
algorithm; Objects that are greater and equal are put in a 
list, in descending order. This ordering ensures that uncom-
mon items are not added to the FP-Tree. Thanks to the sort-
ing process, items with a larger support value are closer to 
the root. If an object in the motion record is not in the cre-
ated tree, a new node is created for that item and the sup-
port value is set to 1. If that item was previously created in 
the tree only the support value of that node is increased by 1.

Figure 2. General Structure of FP-Growth Algorithm

Then, the growth algorithm is run on the obtained FT-
Tree. The Growth that is executed for each item in Figure 
3 the general structure of its algorithm is shown. Primarily, 
the paths that the items passes in the algorithm determines. 
If there is only one branch, the common set of items is the 
combination of the items that make up the branch. If there is 
more than one path, the support value is determined as the 
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minimum support value for that path. These paths then form 
the basis of the conditional pattern for that item. A conditi-
onal pattern tree is created from every conditional pattern 
basis. Then the algorithm is run on this conditional pattern 
tree recursively again. When the FP-Growth algorithm ends 
together the set of frequently visible items is determined.

Figure 3. General Structure of FP-Growth Algorithm

2.2 Dataset
The crimes, which occurred in the state of Maryland, 

USA between July 2016 and April 2018, were used as a da-
taset in this study [16]. The preprocessing process inclu-
des: correction, completing missing data, removing dupli-
cate data, transforming, integrating, cleaning, normalizing, 
dimension reduction, etc. are transactions. Parts without 
analysis value are first deleted from the dataset during the 
data preprocessing phase. The crime data is then converted 
to the form appropriate to the data mining algorithms. Some 
quantitative-qualitative data transformations are needed to 
make our study conform to the association rules mining al-
gorithm. Some studies on this subject are given below.

- Different criminal characteristics were deduced from 
date set. Accordingly, the day and month in which the crime 
was committed is grouped.

- The time zone in which the crime was committed was 
converted into a 24-hour time zone.

- Attributes that does not have the potential to create as-
sociation rules such as office code, block address, sector, 
beat, address number, street prefix, street name have been 
deleted from the dataset. In Figure 4, the fields of the used 
data and the content of a sample data can be seen. In the data 
used, the Crime Name 1, Crime Name 4, and Crime Name 3 
fields are text-type fields that store Crime Information. City 
and Event location is a text-type field that stores informa-
tion about the city and crime location where the crime was 
committed. The Event Date and Event Day fields contain 
the date format that stores the date and day of the crime. The 
Victims field is an integer field that stores the number of vi-
ctims. Event Time is a field in the time format that stores 

Figure 4. Dataset example
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event time information. And finally, the Location field refers 
to a float field that stores coordinate information.

2.3. Crime Analysis Using Association Rule Mining

In our study, Apriori and FP-Growth algorithms are used 
for association rule mining and these algorithms are imp-
lemented with Rapid Miner and R programming. Associa-
tion rules on crime data mining with the factors that consti-
tute the crime, the type of crime, the location of the crime, 
the time of the crime and the situations will be revealed in 
this study.

The aim of the studies is to analyze crime events, estab-
lish a relationship between crime factors and make predic-
tions about crime. The Crime dataset was obtained from the 
crime which took place in the US state of Maryland from 
July 2016 to April 2018.

However, there are no rules as to which types of crime 
and crime scenes are taken.

2.3.1 R Tool

R is a programming language and interpreter for statis-
tical calculations and graphs. It is a GNU project like the S 
language that has a wide range in time series analysis, clas-
sical statistical tests, clustering, classification and graphical 
techniques [26]. Our data set is analyzed by the Apriori al-
gorithm in the R program. The flow chart for the proposed 
methodology is seen in Figure 5. First, the data is pre-pro-
cessed and then Apriori algorithm produces association ru-
les form dataset.

Figure 5. Flow Diagram for Proposed Methodology

2.3.2 Rapid Miner Tool

RapidMiner Studio is a powerful data mining tool for qu-
ickly building predictive models [27]. It is developed for the 

purposes of machine learning, data and text mining, predic-
tive analysis, and business analysis.

The software is often used for commercial applications 
as well as research and application development. Besides, 
it supports all process in data mining. So it can be used for 
preparation of the data, verification, visualization and opti-
mization. RapidMiner developed with open core model [28]. 
FP-Growth algorithm is implemented in RapidMiner. In Fi-
gure 6, the application of association rules process is desig-
ned in RapidMiner.

Figure 6.Association Rules Mining Process in RapidMiner

III. ASSOCIATION RULES AND FINDINGS
The rules obtained after the application of association 

rule mining are listed below. Similar rules were obtained in 
the R tool and RapidMiner. These rules were established by 
accepting the support value as 0.01 and the confidence value 
as 0.8. 325 association rule were obtained from the data set 
subjected to Apriori and FP-Gwowth Algorithm. In Figure 
7, the first 12 rules are listed according to maximum support 
value. 15 important rules obtained from the interpretation of 
the rules are given below.

•	 Motor vehicle theft is the most common type of 
crime in The city of Silver Spring.

•	 In the city of Silver Spring, vehicle theft from pro-
perty crimes is committed at a high rate in the spring.

•	 The city of Silver Spring has a higher crime rate on 
Saturday nights.

•	 In the city of Rockville, crimes against the commu-
nity are most commonly committed on the street.

•	 In the city of Gaithersburg, theft against property is 
the most common crime.

•	 The police station in Silver Spring often intervenes 
in simple and second-degree attacks.

•	 In the city of Gaithersburg, crimes of property crime, 
damage to private property, destruction, and trespas-
sing are often committed.
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•	 In the state of Maryland, offenses against property 
and vehicle theft are often committed in the residen-
ce’s vehicle path.

•	 Community crimes in Silver Spring ,drug, mariju-
ana, narcotics violations are often committed in ve-
hicles on the street.

•	 Community crimes in Silver Spring , the use of al-
coholic vehicles and the use of alcohol in the vehicle 
are frequently committed.

•	 In the city of Gaithersburg, the crime of driving un-
der the influence of drugs is often committed.

•	 Forced entry into the state of Maryland, burglary of-
fenses are more common in single-family housing.

•	 In the city of Takoma Park, sudden deaths from ot-
her crimes often occur.

•	 In Germantown, fraud, misbehavior and fraud are 
committed.

•	 Child abduction crimes are often committed on Sa-
turday.

Figure 8 shows a network diagram of the rules crea-
ted for the city of Silver Spring. As shown in the Figure 8 
,for the city of Silver Spring, significant relationships were 

Figure 7. Top 12 Rules Sorted by Maximum Support Value.

Figure 8. Network Diagram of rules produced for the city of Silver Spring
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found between the police district, crime type (crime against 
property) characteristics. These meaningful relationships are 
detailed above for the city of Silver String in rule analysis.

In Figure 8 shows a graf drawing of rules created for the 
city of Silver Spring and Crime against property. As shown 

in the Figure 9, significant relationships were found between 
the characteristics of the city of Silver Spring according to 
crime types (crime against property, drug violations ,vehicle 
theft, auto theft). In this analysis of these meaningful relati-
onships association rules, the identified motor vehicle theft as 

the most common type of crime for the city of Silver Spring. 
Another rule was that the crime of vehicle theft from crimes 
against property was committed at a high rate in the spring.

4. CONCLUSION
Today’s perception of security tends towards preventing 

a crime that has not yet happened, rather than detecting a 
crime that has happened. This method, called the proactive 
method, makes it possible to predict possible crimes in ad-
vance. Crime data mining, which is used to prevent crime 
from occurring, has been used successfully in many studies. 
Our study also revealed a new practice in this area. In this 
study, criminal incidents were analyzed on actual data pro-
vided by the U.S. General Services Administration. Associa-
tion rules were applied on 98272 criminal data. Rapid Miner 
and R Tool were applied to Apriori and FP-Growth Algo-
rithms dataset and 325 rules were created. With the obtained 
rules, it has become possible to observe the relationships be-
tween the attributes that constitute the crimes. In this way, 
especially according to the results of the analysis, regions 
that need to be assigned more officers, time intervals can be 
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determined and the use of human resources in the security 
field can be optimized. In this way, it becomes possible to 
create safer habitats with the same resources. It may be pos-
sible to prevent these crimes before they occur by increas-
ing the controls in the locations at which days and which 
times are determined to be more dangerous. Thus, the use 
of technology in a way that directly affects human life and 
improves the quality of life can be achieved. For example, 
according to the first rule we obtained from our data set, 
the city of Silver Spring has a high crime rate on Saturday 
nights. If more security checks are carried out in this city 
on Saturday night, meaning resources can be diverted at the 
right time, the projected crime rate could be reduced. In ad-
dition, rules have been obtained about what types of crimes 
and the scene of the crime. In the city of Silver Spring, sig-
nificant associations were found between the type of crime 
(crime against property) characteristics in the Wheaton Po-
lice District. If more resources are allocated to the Whea-
ton Police District and measures are increased, the projected 
crime rate could be reduced.
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With this application, an environment where new data 
can also be analyzed has been prepared and a pioneering 
method has been put forward for future studies.
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