
 
 
 
 
 
 

RESEARCH ARTICLE 

1 
 

 

EVALUATING THE ROBUSTNESS OF YOLO OBJECT DETECTION ALGORITHM IN 

TERMS OF DETECTING OBJECTS IN NOISY ENVIRONMENT 

 

Halit BAKIR
1*

, Rezan BAKIR
2
 

 
1Sivas University of Science and Technology, Faculty of Engineering and Natural Sciences, Department of Computer 

Engineering , Sivas, Turkey, halit.bakir@sivas.edu.tr, ORCID: 0000-0003-3327-2822 
2Sivas University of Science and Technology, Faculty of Engineering and Natural Sciences, Department of Computer 

Engineering , Sivas, Turkey,  rezan.bakir@sivas.edu.tr, ORCID: 0000-0002-4373-2231 

 

 

 
Receive Date: 27.02.2023                              Accepted Date: 24.04.2023 

 

 

 
ABSTRACT 

 

Our daily lives are impacted by object detection in many ways, such as automobile driving, traffic 

control, medical fields, etc. Over the past few years, deep learning techniques have been widely used 

for object detection. Several powerful models have been developed over the past decade for this 

purpose. The YOLO architecture is one of the most important cutting-edge approaches to object 

detection. Researchers have used YOLO in their object detection tasks and obtained promising results. 

Since the YOLO algorithm can be used as an object detector in critical domains, it should provide a 

quite high accuracy both in noisy and noise-free environments. Consequently, in this study, we aim to 

carry out an experimental study to test the robustness of the YOLO v5 object detection algorithm 

when applied to noisy environments. To this end, four case studies have been conducted to evaluate 

this algorithm's ability to detect objects in noisy images. Specifically, four datasets have been created 

by injecting an original quality image dataset with different ratios of Gaussian noise. The YOLO v5 

algorithm has been trained and tested using the original high-quality dataset. Then, the trained YOLO 

algorithm has been tested using the created noisy image datasets to monitor the changes in its 

performance in proportion to the injected Gaussian noise ratio. To our knowledge, this type of 

performance evaluation study did not conduct before in the literature. Furthermore, there are no such 

noisy image datasets have been shared before for conducting these types of studies. The obtained 

results showed that the YOLO algorithm failed to handle the noisy images efficiently besides 

degrading its performance in proportion to noise rates. 

 
Keywords:  Deep learning, Image processing, YOLO, Object detection, Gaussian noise. 

 
1. INTRODUCTION 

 

Technology has a life cycle just like humans. Every new technology is born, develops, and becomes a 

raw material for another technology. Deep learning and image processing have become the raw 

material of every technology today. The use of image processing and deep learning techniques has 
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gained importance in many fields such as medicine, the defense industry, astronomy, geology, etc. 

One area that has attained great progress in the last years is object detection. Object detection is a 

computer vision technique that generally utilizes machine learning or deep learning techniques for 

determining the location and scale of all object instances in images or videos. Nowadays, object 

detection has entered numerous fields, and its applications have varied, from identity detection and 

self-driving cars to security and medical uses. Object detection is considered a challenging problem 

due to various potential reasons such as the limited amount of annotated data, class imbalance, and so 

on. 

 

Evaluating object detection algorithms in a noisy environment presents unique challenges and 

considerations. In a noisy environment, various sources of noise, such as sensor limitations, low 

lighting conditions, or environmental interferences, can significantly impact the performance of object 

detection algorithms. When evaluating these algorithms in such conditions, it becomes crucial to 

assess their robustness and reliability in accurately detecting and localizing objects amidst the noise. 

Evaluating object detection algorithms in a noisy environment typically involves analyzing their 

performance metrics, such as detection accuracy, localization precision, and false positive rates, while 

considering the specific noise characteristics and their potential effects on algorithm performance. 

Furthermore, researchers often employ specialized datasets or introduce synthetic noise to simulate 

realistic scenarios and assess the algorithms' ability to handle noise-induced challenges. The 

evaluation process helps in understanding the algorithm's performance limitations, guiding 

improvements, and facilitating the development of more noise-robust object detection systems. 

 

This study focuses on evaluating the widely recognized YOLO object detection algorithm in various 

environments with different levels of noise. Specifically, our assessment involves examining the 

algorithm's performance in detecting objects within images that have been subjected to progressively 

increasing amounts of Gaussian noise. 

 

1.1. Motivation and Contribution 

Many successful deep learning architectures such as Yolo, VGG-19, ResNet, Inception, Xception, and 

MobileNet are used for detecting and recognizing objects in images. However, distortions may occur 

while acquiring images because of various sources. In other words, noises like electrical interference, 

poor lighting, and gaussian noise may lessen the quality of the image. In such situations, deep learning 

architectures that detect or classify objects rapidly and accurately in clear images may fail (i.e. in 

noisy images). On the other hand, as it's known, the information obtained in some critical fields such 

as the defense industry, radar systems, medicine, etc. should have zero or close to zero error rates. 

And since the images acquired in such domains do not always have a high quality due to the 

environmental conditions. Therefore, there is an urgent need for adaptive models that can be used in 

more than one domain and that can minimize the error rate when detecting objects in both noisy and 

noise-free images. With the advent of the YOLO algorithm, several applications have employed 

YOLO for object detection and recognition in various fields and the obtained results were 

encouraging, but in most cases, this algorithm has been trained and tested using high-quality images. 

This motivates us to conduct a specific study to evaluate YOLO robustness in detecting objects in 

noisy environments. A dataset consisting of 40 classes was used in this study to evaluate the object 

detection performance of the YOLO algorithm. YOLO was first evaluated using the original dataset's 
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high-quality images. Then four datasets have been created by injecting noise gradually into the 

original images. To the best of our knowledge, this type of dataset has not been publicly shared before 

in the literature. YOLO's detection performance is evaluated using the suggested and constructed 

datasets. The literature has not previously addressed this type of performance evaluation study to the 

best of our knowledge. Furthermore, doing such a study can help researchers realize the maximum 

rate of distortion at which the model can produce results whether it is good or bad results. 

 

1.2. Research question 
Verifying whether YOLO is good model for general object detection or not, and whether YOLO 

algorithm could be used as end-to-end model for conducting object detection task in critical systems. 

 

The rest of the paper is organized as follows. Section 2 includes the related studies. Section 3 

describes the used methodologies.  Section 4 presents experimental results. Section 5 includes 

conclusion and future works. 

 

2. RELATED WORKS 

 

Due to the rapid technological change during the last years there has been a rapid and successful 

expansion of computer vision research. One area that has attained great advancement is object 

detection. Object detection is a fundamental task required by most computer vision systems. 

Researchers in the last years have made a great effort to make considerable progress in various 

directions in order to conduct a robust object detection algorithms and approaches. For example, some 

of the studies adopted machine learning methods [1] while others tried to develop new representations 

and models for specific computer vision problems or tried to develop efficient existing solutions [1–

7]. As an instance, in [1] study, a new algorithm was proposed for visually salient object detection, 

then it was utilized to extract salient objects to be used for training the machine learning-based object 

detection part of the proposed system.   

 

A lot of researchers recently have utilized deep learning algorithms in the domain of computer vision, 

especially in image classification and object detection. For example, Bakır et.al in their study[8], 

proposed CNN and ANN based approaches for diagnosing and detecting lung diseases. In another 

study [9], a ResNet deep learning architecture was employed to classify the malaria parasite 

effectively. Authors in  [10] study proposed several deep learning architectures such as VGG-16, 

ResNet, and Inception v3 in order to extract features to be used in detecting cataract disease from 

retinal fundus images. On the other hand, in [11] study, an approach utilizing deep learning was 

introduced to detect objects by analyzing images captured by an unmanned aerial vehicle's (UAV) 

onboard camera during an autonomous flight trajectory. Subsequently, an algorithm was devised to 

autonomously guide the UAV to land in close proximity to the detected object. 

 

The object detection algorithms are classified into two main categories: Single-stage models and 

multi-stage models. For example, in the two-stage models like R-CNN  [12], the initial model is 

employed to identify object regions, while the subsequent model is utilized to classify the objects and 

further enhance the precision of their localization. As a result, learn the localization and classification 

stage separately makes this method relatively slow. SPP-Net  [13] and Fast R-CNN [14] presented the 
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concept of region-wise feature extraction. Proposing to use spatial pyramid pooling (SPP), SPP-net 

can generate a fixed-length representation regardless of image size/scale  [13]. On the other hand, Fast 

R-CNN utilizes various methods (such as using region of interest (RoI) pooling layer) to improve 

training and testing speed while boosting detection accuracy. Later, in Faster R-CNN [15]  approach, a 

Region Proposal Network (RPN) was introduced to generate region proposals with minimal 

computational overhead. This was achieved by sharing convolutional features from the full image 

with the detection network. 

 

In the single-stage approach, a fixed number of predictions is made on the grid which means the 

model can directly predict object bounding boxes for an image. The most famous single-stage models 

are You Only Look Once (YOLO) [16],YOLO v2 [17] YOLO v3 [18] , YOLO v4 [19] , and SSD: 

Single Shot MultiBox Detector [20], Broadly speaking, research in the field of object detection can be 

categorized into two primary streams: conventional methods for object detection and detection 

methods based on deep learning techniques. Traditional object detection methods are built on 

handmade features and shallow trainable architecture, such as in [21–31]. However, these types of 

methods can easily fail to handle complex combinations of low-quality images beside being 

inaccurate, relatively slow with low performance on unfamiliar dataset  [32]. With the rapid 

development in deep learning, more robust architectures have been introduced to address the problems 

present in traditional methods such as  [31, 33–35]. 

 

There are few studies on object detection or classification in a noisy environment. As an example, 

Nayan, Al-Akhir, et al in their article [36] proposed a new low-cost technique for error-free object 

recognition in noisy images. In the study, a comprehensive experimental evaluation with conventional 

detectors retrained on noisy images is presented, taking advantage of the Single Shot MultiBox 

Detector SSD. In another study, Kushagra Yadav et al. [37] proposed a new method to reduce the 

effect of noise on the image object detection task. The proposed method consisted of two stages. In 

the first stage, Residual Dense Network (RDN) was used to reduce noise from the low-quality image, 

and in the second stage, the standard Single-Shot Multibox object detector was adopted to complete 

the object detection process. Furthermore, the proposed model is tested using Gaussian noise images. 

and the proposed approach is evaluated in the Pascal Visual Object Classes comparison. Moreover, 

Milyaev, S., and I. Laptev [38] proposed a new, low-cost method for image noise removal by 

considering object detection in noisy images. The proposed method is based on combining the 

standard Deformable Parts Model and Regions with Convolutional Neural Network object detectors. 

The proposed method is compared with other noise removal techniques as well as with standard 

detectors retrained on noisy images. In Elena Medvedeva's work [39], an improved method is 

proposed to detect moving objects in distorted images caused by white Gaussian noise. Including two 

stages, the proposed method represents the video sequence through a three-dimensional discrete 

Markov process. The first stage is the filtering of three-dimensional non-linear images, which allows 

objects' contours to be preserved. The second stage involves identifying objects of interest based on 

their boundaries and luminosity. 

 

On the other hand, for detecting objects in noisy environments, J. F. Que et al. [40] proposed a 

Yolov3-based method. In particular, the YOLO v3 algorithm is used to create an LSS object detection 

system that can adapt to environmental noise. Multiple experiments were performed on both noisy and 
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noiseless datasets, and it is stated that the proposed method improves object detection accuracy in 

noisy environments. Geonsoo Lee et al. [41] proposed a Feature Enhancement Network (FEN) to deal 

with noise in small object detection. The authors presented a self-monitoring approach to training 

SEN without any labels. They also noted that the proposed approach can be seamlessly combined with 

a variety of off-the-shelf object detectors. Maheep Singh et al. [42] propose a new Distinctive Object 

Detection (SOD) technique in noisy environments using a convolutional neural network (CNN). De-

noising the image is achieved using CNN, which uses coordinate descent to modulate the signal. 

Gaussian noise and white noise were tested in the study and the performance of the proposed V-SIN 

technique was evaluated on two publicly available image datasets with different evaluation metrics. 

Aditya Gautam and Mantosh Biswas [43] adopted Whale Optimization Algorithm (WOA) for edge 

detection in Gaussian noise images. According to them, experimental results showed that the proposed 

technique outperformed conventional edge detectors and the considered technique.  

 

Furthermore, the YOLO is accepted as one of the most important and accurate object detection 

algorithms that has been used in a wide range of applications. For example, in [44] a YOLOv5 was 

utilized to detect the bacterial spot disease in the bell pepper plants from the symptoms seen on the 

leaves. As we can see from related works, the suggested performance evaluation study has not been 

previously addressed in the literature which encourages us to conduct such a study to provide insight 

into YOLOv5's performance in detecting objects in noisy environments. In [45], YOLO-SA which is a 

YOLO landslide detection model is proposed in order to improve the speed, accuracy, and parameters 

of landslide detection models. In [46], channel pruned YOLO v4 has been adopted for apple flower 

real-time detection. In [47], YOLO-Tomato, a YOLO based model has been proposed for handling the 

challenges of fruit detection. In [48], YOLO-face, a YOLO v3 based model has been proposed for 

improving the performance of face detection. 

 

When we looked at the literature it can be concluded that the YOLO algorithm has accepted as an 

accurate algorithm which can be used in multiple domains such as agriculture and biomedical. The 

images that have been used in most of the literature works is high-quality images and the YOLO 

algorithm has been used as an end-to-end model without any pre-processing phase. So, this work aims 

at investigating the robustness of the YOLO algorithm in detecting objects in low-quality or noisy 

images. This type of investigation works is very important to shed the light on the acceptable amount 

of distortion or noise to save the performance of these types of models. To this end, we proposed to 

inject the Gaussian noise gradually into an image dataset and monitor the performance of this 

algorithm i.e. YOLO algorithm. The results showed that when the noise amount was 25% the 

performance of the YOLO algorithm did not be affected so much and it was still at an acceptable rate. 

On the other hand, the performance of YOLO started dropping significantly. The performance of 

YOLO became very bad when the amount of injected Gaussian noise reached 100%. 

 

3. MATERIAL AND METHOD 

 

In general, digital images became an important part of modern systems including airplanes, aircraft, 

autonomic systems, and medical systems. The images collected in such systems are not high quality in 

most cases. This is related to the fact that the quality of images degrades due to the existence of noise. 

Image noise is a random variation of brightness or color information. The noise can occur due to 
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different reasons such as electricity, heat, and sensor illumination levels. The noise in images can be 

manifest in different formats. we will briefly discuss the most important of it in the following section.  

 

3.1. Types of Noise 

Noise in images refers to unwanted random variations or distortions that affect the visual quality of a 

picture. It can appear as graininess, speckles, or artifacts, and is primarily caused by factors such as 

sensor limitations, low-light conditions, or compression algorithms. Noise can reduce the clarity, 

sharpness, and overall fidelity of an image, impacting its visual appeal and potentially hindering the 

interpretation of important details. To enhance image quality, various techniques like denoising 

algorithms and post-processing methods are employed to minimize or remove noise while preserving 

the essential information and maintaining a balance between noise reduction and image sharpness. 

There are several types of image noise: Gaussian Noise, Impulse Noise, Salt and Pepper Noise, 

Speckle Noise, and Poisson Noise. 

 

3.1.1. Gaussian noise 

Gaussian noise or Random noise (also called electronic noise) is statistical noise having values 

distributed in a normal Gaussian. The noise is created by adding a Gaussian function to the image. 

The type of noise is very similar to nature's noise types, thus this type of noise has been adopted in the 

present study to evaluate the robustness of the YOLO algorithm. The noise's values are Gaussian-

distributed. In the case of a Gaussian random variable Ζ, the probability density function Ῥ can be 

expressed as in Eq. 1. 

 

PG(z) =
1

σ√2π
e

−
(z−μ)2

2σ2          (1) 

 

 Where Ζ represents the grey level, μ the mean grey value and σ its standard deviation. 

 

3.1.2. Impulse noise 

Impulse noise is a type of random noise that affects digital images. It manifests as isolated pixels with 

significantly higher or lower intensity values compared to their neighboring pixels, resembling white 

and black specks. Impulse noise can occur due to various factors, such as transmission errors in digital 

communication, faults in image sensors, or data corruption during storage or processing. It can 

degrade image quality, introduce visual artifacts, and adversely impact subsequent image analysis 

tasks. Denoising techniques specifically designed to handle impulse noise are commonly employed to 

mitigate its effects and restore the clarity and integrity of the image. There are three main types of 

impulse noise. Salt Noise, Pepper Noise, Salt and Pepper Noise. Salt noise can be generated by adding 

random bright values to the image. Pepper noise can be generated by adding random dark values to 

the image. Bright values and dark values are produced by adding 255-pixel values and zero-pixel 

values, respectively. 

 

3.1.3. Salt and pepper noise  
This type of noise is a combination of salt and pepper noise. It can be injected into an image by adding 

both random bright and random dark values all over the image. The Salt & Pepper noise values can 
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range from 0 to 255. Pepper noise tends to have an intensity value close to 0, while salt noise tends to 

have an intensity value close to 255. See in Eq. 2. 

 

Ƞ(x, y) = {
0, pepper noise
255, salt noise

        (2) 

 

3.1.4. Poisson noise 

Poisson noise, also known as photon noise or shot noise, is a type of statistical noise that commonly 

occurs in digital imaging systems, particularly in low-light conditions. It is caused by the inherent 

randomness associated with the detection of light particles (photons) by an image sensor. Poisson 

noise follows a Poisson distribution and is characterized by variations in the number of photons 

detected at each pixel, resulting in random fluctuations in pixel intensity. In images, Poisson noise 

appears as a granular pattern with slight intensity variations across the scene. It is more pronounced in 

darker regions where fewer photons are detected. Denoising techniques designed to handle Poisson 

noise typically involve statistical modeling and estimation to reduce the noise while preserving image 

details and avoiding excessive smoothing. These techniques are commonly used in applications such 

as astrophotography, medical imaging, and scientific imaging where low-light conditions are 

prevalent. A nonlinear response of image detectors and recorders causes this type of noise, known as 

quantum noise or shot noise. For a random variable 𝑋 ≥  0   the Poisson noise can be dictated using 

in Eq. 3. 

 

PY|X (y│x) = 1/y! (ax + y)ey−(ax+y), x ≥ 0, y = 0,1, . ..     (3) 

 

 α > 0: scaling factor, and λ ≥ 0: the dark current parameter. 

 

As a result, input random variable X is transformed into output random variable Y, which is indicated 

by Y as in in Eq. 4.  

 

Y = P(aX + y)          (4) 

 

3.1.5. Speckle noise 

Speckle noise is a type of granular noise that commonly affects images acquired through coherent 

imaging systems such as ultrasound, synthetic aperture radar (SAR), and laser imaging. It arises from 

the interference patterns created by the constructive and destructive interference of coherent waves 

within the imaging system. Speckle noise appears as a grainy pattern with random variations in 

intensity, resulting in a speckled or textured appearance in images. It can obscure fine details, reduce 

contrast, and degrade the overall quality of the image. Denoising techniques for speckle noise often 

involve the use of filters, statistical models, or advanced algorithms specifically designed to reduce the 

noise while preserving important image structures and details. These techniques play a crucial role in 

enhancing the visual quality and interpretability of images acquired through coherent imaging 

systems. Speckle noise is a multiplicative noise that takes place in low-level luminance images such 

as Magnetic Resonance Image (MRI) images. This type of noise can be produced by multiplying 

random pixel values with different pixels of an image. Speckle noise can be modeled as in in Eq. 5. 
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g(m, n) = f(m, n)u(m, n) + Ƞ(m, n)                   (5) 

 

Where 𝑔(𝑚, 𝑛) point to a corrupted image matrix at the spatial position(𝑚, 𝑛); 𝑢(𝑚, 𝑛) and 𝜂(𝑚, 𝑛) 

stand for the multiplicative and additive component of the noise, respectively; and 𝑓 is the original 

image. Figure 1, illustrate an image injected with different types of noises. 

 

Denoising techniques are utilized to reduce or eliminate noise from images, enhancing their visual 

quality and improving the accuracy of subsequent analysis. Various approaches are employed to 

tackle noise, such as spatial filtering, statistical methods, and machine learning algorithms. Spatial 

filtering methods, including median filtering and Gaussian filtering, work by replacing each pixel's 

value with a filtered value based on its neighboring pixels. Statistical methods, such as wavelet 

denoising or total variation denoising, exploit the statistical properties of noise to remove its presence 

while preserving image details. Machine learning-based techniques employ deep neural networks 

trained on large datasets to learn the noise patterns and perform denoising effectively. These 

techniques play a vital role in restoring image fidelity and enhancing the overall visual appeal of 

images in various domains, including photography, medical imaging, and computer vision. We intend 

to assess the efficacy of these denoising techniques in our forthcoming research endeavors, as their 

evaluation falls beyond the scope of the present paper.  

 

3.2. Object Detection 

Object detection is a fundamental task in computer vision that involves identifying and localizing 

objects of interest within an image or a video sequence. It plays a crucial role in various applications, 

such as autonomous driving, surveillance, and augmented reality. Object detection algorithms aim to 

automatically detect and classify objects in images, often using deep learning techniques. One popular 

approach is the region-based convolutional neural network (R-CNN) family of algorithms, which 

generate region proposals and then classify them using a convolutional neural network (CNN). 

Another widely used algorithm is the You Only Look Once (YOLO) model, which divides the input 

image into a grid and predicts bounding boxes and class probabilities directly from the grid cells. 

Other notable algorithms include Single Shot MultiBox Detector (SSD) and Faster R-CNN, which 

improve on speed and accuracy. These algorithms have significantly advanced the field of object 

detection, enabling robust and efficient detection of objects in various real-world scenarios. So, in this 

study, we will evaluate the performance of the well-known YOLOv5 in terms of detecting objects in 

noisy environments. Therefore, we will briefly talk about this algorithm in the next sub-section. 

 

3.2.1. YOLOv5 

Proposed by Redmond et. al YOLO (You Only Look Once) is one of the most common real-time 

object detection algorithms. The algorithm depends on dividing images into a grid system. Each cell 

in the grid is responsible for detecting objects within itself. The YOLO model solves object detection 

as a regression problem instead of a classification problem by directly predicting the image pixels as 

objects and its bounding box attributes [49]. Therfore, the YOLO algorithm uses bounding box 

regression to predict the center, height, width, and class of each object. Moreover, this algorithm uses 

the Intersection over union (IOU) concept to select the bounding boxes that fit the objects in the image 

as perfectly as possible, in this way the algorithm can prevent detecting the object more than one time.  
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After the invention of the YOLO algorithm, a multiple version of this algorithm has been proposed 

and developed such as YOLOv2 [17] and YOLOv3 [18],and YOLO v4 [19]. Each version of YOLO 

has been proposed for solving specific problem in the previous versions and improving the detection 

accuracy of the original YOLO algorithm. For example, in YOLO v2, it has been proposed to use 

batch normalization operation in the YOLO algorithm, which improves the performance of YOLO 

and solves the problem of detection of small objects. Also, in YOLO v3, it has been proposed to use 

the logic of residual neural networks (especially skip connections) in YOLO algorithm, which 

improved the performance of YOLO significantly compared with YOLO v2. In 2020, Glenn Jocher 

introduced YOLOv5 using the Pytorch framework. The algorithm is pre-trained on the MS COCO 

dataset. YOLOv5 is considered one of the authorized cutting-edge models with outstanding support 

and is convenient to use in production. All the versions of YOLO algorithm have been adopted in 

diverse applications mainly due to their faster inferences, high detection accuracy, and better 

generalization besides being open source. 

 

Since YOLO is one of the state-of-the-art object detection algorithms used in a huge number of 

previously deep learning-based science studies, and since this algorithm has been introduced as one of 

the most advanced object detection algorithms that can be used in multiple domains and can achieve 

an outperforming performance, in this work we proposed to test the robustness of YOLO algorithms 

with low-quality images and see how its performance can be affected if the environment contains 

some type of noise. 

 

3.3. Used and Created Datasets 

Military Aircraft detection dataset has been utilized in this study. The dataset consists of images 

related to 43 different types of aircraft. Particularly, the dataset contains objects related to 43 different 

classes her object has been labelled with a bounding box in PASCAL VOC format. The original 

dataset contains 10658 different labelled images. The original dataset can be founded and downloaded 

from Kaggle repository [50]. In order to evaluate the robustness of the YOLO algorithm against 

Gaussian noise we propose to inject this noise gradually into the images in the original dataset and 

monitor how the performance of YOLO will be affected. The Gaussian noise has been added into the 

images using the formulas Eq.6 and Eq.7. 

 
noise = np. random. normal(loc = 0, scale = 1, size = image. shape)   (6) 

 

noisyImage = image +  noise ∗ noiseRate       (7) 

 

In particular, in the first case study, we proposed creating a Gaussian noise matrix, multiplying it by 

0.3 (noiseRate=0.3), and adding it to the original images’ pixels. In the second case study, we 

proposed creating a Gaussian matrix, multiplying it by 0.5 (noiseRate=0.5), and adding it to the 

original images’ pixels. In the third case study, we proposed creating a Gaussian matrix, multiplying it 

by 0.8 (noiseRate=0.8), and adding it to the original images’ pixels. In the fourth case study, we 

proposed creating a Gaussian matrix, multiplying it by 1 (noiseRate=1), and adding it to the original 

images’ pixels. Accordingly, in this way, we can control the proportion of noise that will be added to 

images, and we can create four different noisy image datasets from the original dataset namely 30%-

Gaussian-Dataset, 50%-Gaussian-Dataset, 80%-Gaussian-Dataset, and 100%-Gaussian-Dataset. The 



 
 
 

 
 

 
 
 

Bakır, H. and Bakır, R., Journal of Scientific Reports-A, Number 54, 1-25, September 2023 
 

 
 

10 
 

created datasets will be available on demand. To the best of our knowledge, this is the first time that 

these types of datasets are constructed and made available for future works. Algorithm 1, illustrates 

the Pseudocode of the Python script used for injecting the noise and creating the proposed noisy 

datasets. Figure 2 illustrate an example of image injected with different proportions of gaussian noise. 

 

 

Figure 1. Example images injected with different types of noise. 

a. Orignal image, b. Gaussian noisy image, c. Salt&paper noisy image, d. Speckle noisy image, e. 

Poisson noisy image. 

 

3.4. Proposed Test Bed 

In order to test the YOLO model in detecting noisy images we have to create a noisy image dataset 

with different noise rates. To this end, as explained in the previous section, we injected images with 

different Gaussian noise proportions. Then we applied YOLO to detect objects within created image 

datasets besides the original dataset to evaluate the overall performance. Figure 3 shows the block 

diagram of the conducted experiment. As can be seen in Figure 3 the test bed mainly consists of two 

phases. In the first phase, the original dataset was split into a training dataset utilized to train the 

YOLO model and a testing dataset used to evaluate the detection performance of the trained YOLO 

model. Thus, in the first phase, we trained and tested the YOLO v5 algorithm in order to evaluate its 

detection accuracy when the used image dataset contains high-quality images. Afterward, we saved 

the weights trained by the algorithm to be used to detect objects from the same images but after 

injecting some level of noise into them. Particularly, the second phase is composed of four different 

case studies as follows: 

 

 

 



 
 
 

 
 

 
 
 

Bakır, H. and Bakır, R., Journal of Scientific Reports-A, Number 54, 1-25, September 2023 
 

 
 

11 
 

3.4.1. Case study 1 

In this case study, we proposed to inject a very small amount of gaussian noise into the images. 

Particularly, we proposed to inject only 30% of gaussian noise into each image in the dataset. After 

that, we used the trained YOLO algorithm in order to investigate if YOLO algorithm can detect the 

object from the images with the same accuracy achieved on the original image dataset. 

 

3.4.2. Case study 2 

In this case study, we increased the amount of injected noise slightly to 50% and tested the 

performance of the trained YOLO algorithm in terms of detecting objects in these mild noise-

contained images. 

 

Algorithm 1. Algorithm used for constructing noisy image dataset. 

Input: Image_dataset 
Output: Noisy_image_dataset 

 
For img in Image_dataset: 
Image = read_Image_file(img) 
Image = reScale_image_pizels(image) 
#creating noise matrix with same shape of the original image 
noise =   np. random. normal(loc = 0, scale = 1, size =  Image. shape) 
noisy_image =  np. clip((img +  noise ∗  noise_proportion),0,1) 
Noisy_image_dataset ←  image_saver(noisy_image) 

 
Table 1. dataset description. 

Number of classes Number of objects Number of images 

43 17145 10658 

 

3.4.3. Case study 3 
In this case study, we increased the amount of noise to 80%, and again tried to detect the objects from 

the images using the trained YOLO algorithm. 

 

3.4.4. Case study 4 
In this case study, the injected amount of gaussian noise has been increased to 100%, and the trained 

YOLO algorithm has been applied to detect the objects from these fully obfuscated images. 

 

In brief, in the second phase, we injected the original images with different gaussian noise rates to 

create four different datasets. Then we applied YOLO trained model to the created noisy image 

datasets. 
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Figure 2. Example of an image injected with different proportions of noise. 

a. Gaussian 30%, b. Gaussian 50%, c. Gaussian 80%, d. Gaussian 100%. 

 

4. EXPERIMENTAL RESULTS 

 

All the experimental studies have been conducted using Python programming language over Google-

colab free GPU. Multiple python libraries and frameworks have been used during conducting this 

study such as Kersas, Tensorflow, Open-CV, etc.  

 

4.1. Evaluation Metrics 

To evaluate the robustness of YOLOv5 in different noisy environments we utilized different standard 

evaluation metrics such as confusion matrix, Recall, Precision, F1-score, and mAP (mean Average 

Precision), but we only displayed F1-score and mAP in the results since it is enough to summarize the 

tradeoff of both Recall and Precision metrics and gives us a better idea of the overall accuracy of the 

model.  

 

4.1.1. Confusion matrix 

A confusion matrix is a table that defines how well a classification algorithm performs. Confusion 

matrixes consist of four components as can be seen in Figure 3. 
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4.1.2. True Positives (TP) 
 The model predicted a label correctly, which means the actual value matched the predicted value. 

 

 

4.1.3. True Negatives (TN) 
The model does not predict the label correctly; the actual value is negative while the predicted value is 

positive. 

 

4.1.4. False Positives (FP) 
The actual value is negative but the predicted value is positive. 

 

4.1.5. False Negatives (FN) 
The actual value is positive but the predicted value is negative. 

 

4.1.6. Accuracy 

This metric is calculated using Eq.8.  

 

Acc =
(TP + TN)

(TP+TN+PF+FN)
         (8) 

 

 

Figure 3. confusion matrix. 

 

4.1.7. Precision 

This metric is calculated using Eq.9.  

 

P =
TP

(TP+FP)
          (9) 

 

4.1.8. Recall 

This metric is calculated using Eq.10.  

 

𝑅 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
                      (10) 
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4.1.9. F1-score 

This metric is calculated using Eq.11.  

 

𝐹 = 2 ∗
(𝑅∗𝑝)

(𝑅+𝑝)
                      (11) 

 

4.1.10. mean Average Precision (mAP) 

This metric is calculated using Eq.12.  

 

𝑚𝐴𝑃 =
1

𝑁
∑ 𝐴𝑃𝑖

𝑁
𝑖=1                        (12) 

 

As it can clearly be seen from the results in Figure 4 the YOLO approved its efficiency for detecting 

objects from high-quality images relevant to the original dataset. Particularly, the average value of 

mAP reached 73.5% and the average value of F1 score values reached 69%, which denotes a great 

success in detecting objects in high quality images. After that, we tested the YOLO algorithms using 

the constructed four noisy image datasets. we saw that the YOLO algorithm obtained good results 

when tested in a noise-free environment.  However, when adding noise to the images, the YOLO 

model showed a gradually decreasing in performance in a proportion to the amount of injected noise. 

For example, it can be noted from Figure 5 the big degrading in mAP score, where it decreased from 

73.5% when applied to the original dataset to 48.6%, 35.6%,24.4 %, and 23.5 % when applied to 

detect the objects from the same images after injecting gaussian noise with 30%, 50%, 80%, and 

100% proportions respectively. Moreover, Figure 6 illustrates the F1-score curve obtained when the 

trained YOLO algorithm has been applied for detecting objects from the created four noisy image 

datasets. We can note from the Figure that the average F1-score value degraded from 69% when the 

trained YOLO algorithm has been used for detecting objects from the original image dataset to 48%, 

34%, 23%, and 21% obtained when the YOLO-trained algorithm adopted for detecting the objects 

from the same image but after injecting gaussian noise with 30%, 50%, 80%, and 100% proportions 

respectively. Moreover, Figure 7 illustrates some detection examples obtained by applying YOLO to 

the original dataset. We can see from the figure that the trained YOLO algorithm could detect all the 

objects in the image except one object, and almost all the detected labels were true.  

 

Then when we have applied the YOLO algorithm on the 30% Gaussian-Dataset and 50% Gaussian-

Dataset as can be seen in Figure 8, we can note from the figure that the number of undetected objects 

increased gradually based on the amount of the injected Gaussian noise, where the YOLO algorithm 

cannot detect 12 objects from the 30%-Gaussian images and 22 objects from 50%-Gaussian images. 

Also, we can note from the figure that almost all the labels of the detected objects have been defined 

wrongly by the YOLO algorithm. 

 

By increasing the amount of noise injected into the original images the performance of YOLO 

continued to drop down as we can see from Figure 9, where the number of undetected objects reached 

38 and 45 when the injected Gaussian noise proportion was 80% and 100% respectively. 
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5. CONCLUSION AND FUTURE WORKS 

 

Object detection is a major task in most computer vision problems. It is typically working to identify 

and locate objects within an image. YOLO is one of the state-of-the-art algorithms highly used 

recently in various object detection tasks. The object detection forms the main task in different critical 

and real time systems such as aircraft goal tracking systems, radar systems, biomedical systems, and 

so on. And since the images collected in these systems cannot always be in the same quality as the 

images used for testing it, therefore, in this study, we made various experiments for testing the 

performance and the robustness of the YOLO detection algorithm in a noisy environment. To this end, 

we have trained and tested YOLO v5 algorithm using different noisy image datasets. 

 

 

Figure 3. The block diagram of the conducted evaluation experiment. 
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Figure 4. Test results on original dataset. (a. mAP, b. F1 Score).  

 

Particularly, a test bed has been proposed to test the YOLO algorithm using four different noisy image 

datasets containing various proportions of gaussian noises. We proposed to inject 30% of gaussian 

noise into the original image dataset in order to create the first noisy image dataset. After that, we 

proposed injecting 50% of gaussian noise in order to create the second noisy image dataset. Then, we 

proposed injecting 75% of gaussian noise into the original image dataset in order to construct the third 

noisy image dataset, and finally, the fourth noisy image dataset has been constructed by injecting 

100% of gaussian noise into the images in the original dataset.  
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Figure 5. mAP results obtained by applying YOLO on noisy datasets. 

a. 30% noise, b. 50% noise, c. 80% noise, d. 100% noise. 

 

The obtained results using four proposed datasets showed that the YOLO model failed to handle noisy 

images efficiently, while the mAP score reached 73.5% when the trained YOLO v5 algorithm has 

been tested based on the original image dataset, this score dropped down to 48.6%, 35.6%,24.4 %, and 

23.5 % when applied to detect the objects from the same images after injecting gaussian noise with 

30%, 50%, 80%, and 100% proportions respectively. Furthermore, the F1-score of the YOLO v5 

algorithm was 69% when used for detected objects in the original image dataset compared with 48%, 

34%, 23%, and 21% obtained when the YOLO-trained algorithm was adopted for detecting the 
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objects from the same image but after injecting gaussian noise with 30%, 50%, 80%, and 100% 

proportions respectively. Also, the results showed that the performance of the YOLO algorithm was 

still at an acceptable rate when the amount of injected noise was 30%. Also, the results showed that 

when the amount of injected noise reached 50% the performance of YOLO dropped significantly. The 

results were very bad when the amount of the injected noise reached 100%, where most of the objects 

could not be detected by YOLO, and the detected objects were detected incorrectly. 

 

 

Figure 6. F1 score results obtained by applying YOLO on noisy datasets. 

a. 30% noise, b. 50% noise, c. 80% noise, d. 100% noise. 

 



 
 
 

 
 

 
 
 

Bakır, H. and Bakır, R., Journal of Scientific Reports-A, Number 54, 1-25, September 2023 
 

 
 

19 
 

 

Figure 7. Examples of the YOLO detection on the original images. 

 

 

Figure 8. Examples of the YOLO detection on the 30%-Gaussian-Dataset and 50% Gaussian-Dataset. 

a. 30% noise, b. 50% noise. 
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Figure 9. Examples of the YOLO detection on the 80% Gaussian-Dataset and 100% Gaussian-

Dataset. a. 80% noise, b. 100% noise. 

 

It can be concluded from this study that the well-known object detection algorithms can fail in 

detecting objects in real-life systems. Therefore, in order to make an efficient object detection in noisy 

environments there is an urgent need to add a co-model that can be utilized to denoising and 

processing images before handling them by these types of algorithms. In future works, we will try to 

propose and test some co-models that can be used alongside these types of algorithms in order to 

improve their performance such that they can detect objects both in noisy and noise-free 

environments. Several approaches can be utilized to improve the performance of the model such as 

fine-tuning auto-encoder models in order to obtain as clear version of the image as possible before 

handling it using the object detection architectures.  
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