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Text Mining Method in the Field of Health 
ABSTRACT 

Objective: Text mining which digitalizes textual data and enables them to be applied 

for text mining algorithms has a very important place in today’s world. The aim of 

this study was to introduce the text mining method and to show its application on a 

subject in the field of health. 

Methods: The text mining method was applied to the documents obtained separately 

from the most frequently used Pubmed database under two different titles as “human-

and-cancer” and “mouse-and-cancer”, and then to the combined documents, through 

the Knime program. Afterwards, the document classification was made using K 

nearest neighbor (K-NN) algorithm. 

Results: The prominent words were “cell” and “cancer” in tag cloud graphs. In both 

documents, the words such as “cell”, “cancer”, “tumor”, “patient”, whose frequency 

values were high, were observed to be high rates in the analysis performed after the 

data was merged. It was found that 255 of 600 test documents belonged to the human-

and-cancer class and the remaining belonged to the mouse-and-cancer class, and the 

accuracy classification was 56.6% for the human-and-cancer-documents and 62.6% 

for the mouse-and-cancer-documents according to the F-criteria. It was determined 

that the document classification estimation by the K-NN algorithm was relatively 

successful with a rate of 59.8% however Cohen’s kappa value was 19.7%, meaning 

that the fit was of a slight level.   

Conclusions: It was recommended to use the text mining method and to generalize its 

use in order to obtain information quickly and reliably in the health field where there 

were numerous digital and printed documents. 

Keywords: Text Mining, Classification, Natural Language Processing, Pubmed 

 

 

 

 

 

 

 

 

Sağlık Alanında Metin Madenciliği Yöntemi 
ÖZET 

Amaç: Metinsel verileri sayısal hale getirerek veri madenciliği algoritmalarına 

uygulanmasını sağlayan metin madenciliği, günümüz dünyasında önemli bir yere 

sahiptir. Bu çalışmanın amacı, metin madenciliği yöntemini tanıtmak ve sağlık 

alanında belirlenen bir konuda uygulamasını göstermektir. 

Gereç ve Yöntem: Çalışmanın uygulama aşamasında; insan-ve-kanser” ve fare- ve-

kanser” şeklinde belirlenen iki farklı konu başlığı altında en sık kullanılan Pubmed 

veritabanından ayrı ayrı elde edilen dokümanlara ve daha sonra birleştirilmiş 

dokümanlara Knime programı aracılığıyla metin madenciliği yöntemi uygulanmıştır. 

Ardından K en yakın komşu (K-NN) algoritması kullanılarak doküman sınıflaması 

yapılmıştır. 

Bulgular: Etiket bulut grafiklerinde öne çıkan kelimeler “cell” (hücre) ve “cancer” 

(kanser) kelimeleridir. Her iki dokümanda frekans değeri yüksek çıkan “cell”, 

“cancer”, “tumor”, “patient” gibi kelimelerin veriler birleştirildikten sonra yapılan 

analizde de yüksek oranla çıktığı gözlenmiştir. 600 adet test dokümanının 255 tanesi 

insan-ve-kanser sınıfına, geri kalanının ise fare-ve-kanser sınıfına ait oldukları; F 

ölçütüne göre insan-ve-kanser dokümanları için %56,6’lık, fare-ve-kanser 

dokümanları için ise %62,6’lık doğru sınıflandırılma yüzdesi tespit edilmiştir. K-NN 

algoritması ile %59,8 oranında kısmen başarılı bir doküman sınıflama tahmini 

yapıldığı, ancak Cohen kappa değerinin %19,7 olduğu ve bu uyumun zayıf düzeyde 

olduğu belirlenmiştir.  

Sonuç: Dijital ve basılı dokümanların sayısının oldukça fazla olduğu sağlık alanında 

hızlı ve güvenilir bir şekilde bilgi elde edebilmek için metin madenciliği yönteminden 

yararlanılması ve kullanımının yaygınlaştırılması önerilmektedir. 

Anahtar Kelimeler: Metin Madenciliği, Sınıflandırma, Doğal Lisan İşleme, Pubmed 
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INTRODUCTION 

Today, there are numerous digital and 

printed/written documents. These digital 

documents, which contain large-scale unstructured 

data, can be exemplified as web pages, e-mails and 

digitalization of written documents. Processing and 

analyzing these unstructured data may differ from 

digital data (1). When it comes to analyzing big 

data, the first thing that springs to mind is data 

mining approaches. However, data mining 

applications are mostly carried out on structural 

data. Thus, where unstructured data consisting of 

only text are converted to structured data, text 

mining comes into play. This method is the process 

of analyzing text to derive some information from 

textual and unstructured documents for personal or 

special purposes (2). In other words, this method 

structures unstructured data using text-format data 

and derives numerical data from texts to obtain 

information It is also called as “text data mining” 

and “knowledge discovery from textual databases” 

(3).  

In text mining, researchers can analyze 

regular data as well as textual data from articles, 

texts on websites, medical reports, invoice details 

(1). Thanks to their capability to automatically 

identify various semantic information, text mining 

techniques may help using the relations between 

simultaneous concept formats and concepts (4). It 

has become a method commonly used in the fields 

of health, education, legal, customer relations, 

market surveys, and internal security to analyze 

numerous digital texts in a short time and to reach 

qualified information quickly (5). In particular, in 

recent studies on health, this method has been 

increasingly used (4, 6-13). 

The aim of this study was to introduce text 

mining method which researchers and analysts have 

used to extract information by analyzing the 

existing documents in the field of health and to 

demonstrate its application on a subject in the field 

of health. In the application of the study, text 

mining method was applied to the documents 

obtained separately from the most frequently used 

Pubmed database under two different titles as 

“human-and-cancer” and “mouse-and-cancer”, and 

then to the combined documents, through the 

Knime program. Subsequently, how the document 

classes were created using the K nearest neighbor 

(K-NN) algorithm was explained in detail. 

MATERIAL AND METHODS 

1. Text Mining and Process Phases of Text 

Mining: Text mining is the process of uncovering 

unspecific, hidden qualified information in textual 

data and structuring non-regular data (14). The 

basic strategy of computation mechanism that 

processes text-based information is to reduce 

natural language inputs being too much into a set of 

small categories (5). Text mining applications may 

include information retrieval, natural language 

processing (NLP), named entity recognition, pattern 

identified entities, coreference, relation, rule, event 

extractions, and sentimental analysis (9,15). The 

cross industry standard process for data mining 

(CRISP-DM), the most commonly used process in 

data mining, is also preferred in text mining. This 

process model consists of a 6-phase cycle (15): 

I. Determining the Aim of the Study: As 

in every study, firstly, the aim of the study is 

determined in text mining.  

II. Discovering the Availability and 

Nature of Data: In this phase; the source of textual 

data is determined, the accessibility and availability 

of data are evaluated, the first data set is collected, 

the enrichment of data is examined, and the 

certainty and quality of data are evaluated. 

III. Preparation of Data: Preparation of 

data set to be used in the project for modeling 

purpose involves performance of any modifications 

(15). Tokenization process is usually required to 

obtain words in a text. Numbers, punctuation 

marks, tables, figures, images, repeated and white 

spaces should be removed from the text to structure 

the corpus (16). In order to reduce the size of data 

structures, various pre-processing methods such as 

filtering, lemmatization or stemming may be used. 

a-Filtering method is the removal of words 

that have no meaning or sentiment status by itself, 

like prepositions, conjunctions, articles etc. (17). 

b-Lemmatization methods are used to 

convert plural nouns to their singular forms or 

usually convert conjugations into their infinitive 

form. Because it is expensive, difficult and error-

prone, stemming methods are more preferred in 

practice (17). 

c-Stemming method is used to convert the 

words into their simple form (17). For this purpose, 

Zemberek which is an open-source, platform 

independent, general purpose NLP was designed 

for Turkish (18). Furthermore, there are stemming 

algorithms such as ITU-NLP and Kemik developed 

by some universities in Turkey (19,20). 

Pre-processing phase is performed especially 

to make more precise and qualified analysis by 

exploring the natural structure of the data, and to 

produce more useful and meaningful information 

from the data (21). In particular, besides removal of 

punctuation marks and transformation of all words 

to lower cases in Turkish texts; some additional 

preliminary preparations such as creating and 

editing wild card words and keywords are required. 

The dictionary is updated with joker words 

obtained by the wild card method. Each document 

including joker words is showed with the weighting 

of the vector in the size of all words in the 

dictionary. Many techniques (term frequency (TF), 

inverse document frequency (IDF), term frequency-

inverse document frequency (TF-IDF), term parsing 

value, probabilistic term weighting, single term 

accuracy, genetic algorithms) were developed for 

weighting (22).  
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IV. Determination and Development of 

Model: Model can be obtained and developed by 

using classification, clustering etc. algorithms (3). 

In this study, one of classification algorithms, K-

NN algorithm, was used. 

K Nearest Neighbor (K-NN) Algorithm 

and Vector Space Model 

The K-NN is a supervised learning 

algorithm that allows the query vector to be 

classified together with the K-NN vector. There are 

K training points closest to the query point in any 

query sample (23). Cosine similarity between other 

documents and query document is computed 

(𝑠𝑖𝑚(𝑑𝑖 , 𝑞)). Excess of n pieces of vectors whose 

similarity ratio is nearest to 1 is assigned to the 

document. 𝑑𝑖 is the training document vector:  𝑑𝑖 =

 (𝑤𝑑𝑖1, 𝑤𝑑𝑖2, … … … … , 𝑤𝑑𝑖𝑗). 𝑤𝑖𝑗  is the weight of 

term in the document, q is the vector whose class 

will be determined.  

𝑠𝑖𝑚(𝑑𝑖 , 𝑞) = 𝑐𝑜𝑠𝜃 =
𝑑𝑖.𝑞

|𝑑𝑖||𝑞|
=

∑ 𝑤𝑖,𝑗𝑤𝑞,𝑗𝑗

√∑ 𝑤𝑖,𝑗
2

𝑗 √∑ 𝑤𝑞,𝑗
2

𝑗

         (1)                                         

𝑠𝑖𝑚(𝑑𝑖 , 𝑞) = 1 => d =q, If  𝑠𝑖𝑚(𝑑𝑖 , 𝑞) = 0 there 

is no term sharing. 

The document whose class will be 

determined and all documents are showed 

vectorially in line with these rules. Each object here 

is defined as a vector. The axes of the vector space 

consist of different qualifications of these defined 

objects and each object is positioned in the vector 

space according to their qualifications (24). Three 

different methods are used to show a text in the 

vector space model (25):  

Binary Vector: In this method, textual data 

is coded as 1 and 0 according to the presence or 

absence of words. 

Frequency Vector: This method is an 

identification method considering how many times 

the word roots in the data are used. 

TF-Term frequency - IDF-Inverse 

Document Frequency Vector: The frequency of the 

words in each document plays a role in the TF-IDF 

weighting. TF value shows the frequency 

information, that is, how many times the term 

occurs in the data set. The IDF gives a measure 

about the words that rarely occur in all documents 

(14). The equations (2) and (3) give TF and IDF 

calculations, respectively, and the equation (4) 

gives weight calculation. 

𝑇𝐹𝑖𝑗 =  
𝑛𝑖𝑗

|𝑑𝑖|
                                        (2) 

𝐼𝐷𝐹𝑖𝑗 = log (
𝑛

𝑛𝑗
)                (3) 

𝑊𝑑 = 𝑇𝐹𝑖𝑗 × 𝐼𝐷𝐹𝑖𝑗               (4) 

The n value in the formula TF refers to how 

many times the jth word root was used in the ith data 

set. The d value refers to the number of all word 

roots within the data set. The i value in the formula 

is the number of words in the document. The n 

value in the formula IDF refers to the amount of the 

documents where the term j is contained whereas 

the total amount of documents is nj. Weighting is 

made by multiplying these two values (17). 

In the vector space model, documents and 

queries are represented by m-dimensional vectors. 

m is the number of terms in the dictionary. In this 

model, each document is represented by a 

numerical feature: w(d) = (w(d, ),..., w(d, )). Each 

dimension of the vector includes the weight of the 

related term in the documents (17). 

V. Evaluation of the Results: Before 

sharing the results, it is required to establish models 

and validate that all operations have been 

conducted properly. 

VI. Presentation of the Results: It is the 

final step following the successful realization of the 

modeling process. The model results may be used 

several times for a better decision-making process 

(15). 

2. Knime Software: Knime is an open-

source coded data analysis platform based on the 

workflow logic, which ensures processing, 

interpreting, visualizing and reporting of the data by 

linking between the nodes under the node 

repository. This software can be obtained freely 

from the web site http://www.knime.com. The 

palladian toolkit should be installed on Knime for 

using text mining (26). 

3. Application: In this stage of the study; 

the text mining method was applied to the 

documents obtained separately from the most 

frequently used Pubmed database under two 

different titles as “cancer cases in humans (human-

and-cancer)” and “cancer researches in mice 

(mouse-and-cancer)”, and then to the combined 

documents, through the Knime program. 

Subsequently, the document classification was 

made using the K-NN algorithm. This study was 

prepared in accordance with the rules of research 

and publication ethics. 

Firstly, after the workflow was created in the 

Knime program, textual document data were 

obtained from the Pubmed database via keywords 

using the document grabber node, and these data 

were entered into a blank folder in the computer 

and made ready for use. Keywords were written on 

the “query” section in the options window of the 

document grabber node as shown in Figure 1. 

When the “number of results” button was clicked, 

about three million results were obtained in the 

Pubmed database for human-and-cancer 

documents, and the results were limited to one 

thousand with the “maximal results” tab. Then, the 

folder, where the documents to be obtained by word 

tokenization method, document type and 

categorization would be saved, was created and the 

data were made ready for processing. The same 

processes were repeated for the mouse-and-cancer 

data. Then, these documents were transferred to the 

Knime workflow page using the document grabber 

node and made ready for pre-processing (Figure 2). 

http://www.knime.com/
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Figure 1. Document Grabber options window. 

 

 

 
Figure 2. Document output table about human-and-cancer obtained from Pubmed database. 
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The document grabber node was transferred 

to the POS tagger and Abner tagger nodes for the 

named entity recognition phase with the arrows. 

The data were enriched with these nodes. The 

enrichment category contained nodes that assign a 

part of speech tags and recognize the standard 

named entities (for example, the names of persons, 

organizations, genes or proteins). The open NLP 

English word was selected as tokenizer option 

determining which tag would be assigned to which 

term. After the POS and Abner tagger nodes were 

linked to each other, the named entity recognition 

process was performed. 

For pre-processing, punctuation erasure, N 

chars filter, number filter, case converter and 

snowball stemmer were applied. Then, the bag of 

words was created and the frequencies of all terms 

in the documents were calculated by the TF-term 

frequency node. The re-filtering process was 

performed based on these frequency values. The 

remaining terms were visualized by means of a tag 

cloud.  

Finally, the K-NN algorithm was applied to 

the merged data set by using partitioning, K nearest 

neighbor and scorer nodes. In the partitioning node, 

the input table was divided into training and test 

data sets. The percentage of rows that would 

constitute the training data could be created here. 

The remaining rows would constitute the test data 

and were added to the K nearest neighbor node. 

Also, in this algorithm, stratified sampling was 

selected as the sampling method. For classification, 

the NN value was determined as K=3. The scorer 

node compares two columns with the attribute 

value pairs and shows the confusion matrix. The 

first column represents the actual class of the data. 

The second column represents the predicted data 

classes created by the K-NN algorithm. The scorer 

node output is the table of confusion matrix and 

accuracy statistics where each cell includes the 

number of matches. The confusion matrix where 

the predicted and actual values of the target quality 

are compared is commonly used to evaluate the 

performance of the classification models. The 

accuracy statistics table includes some statistical 

measures such as true positive (TP), true negative 

(TN), false positive (FP), false negative (FN), 

precision, recall/sensitivity, specificity, F-criteria, 

accuracy and Cohen’s kappa. 

RESULTS 

In this study, the documents obtained under 

two titles in the health field were divided into two 

categories. The first class consisted of textual 

documents related to human-and-cancer cases while 

the second class consisted of textual documents 

related to mouse-and-cancer studies. The TF values 

of first and second classes were given in Figures 3 

and 4, respectively. 

 

 
Figure 3. Term frequency (TF) values obtained by frequency filtering for human-and-cancer data. 
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Figure 4. Term frequency (TF) values obtained by frequency filtering for mouse-and-cancer data. 

 

The tag cloud graphic of the human-and-

cancer class was given in Figure 5. The most 

commonly used tags in the human-and-cancer 

documents were written in larger font sizes, and the 

TF values were colored from yellow (the lowest) to 

red (the highest) using the color manager node. The 

term frequency values of the frequently used tags 

might be different.  

The tags which were not used very 

frequently but had a high term frequency value 

might be small but dark colored while those which 

were used frequently but had a low term frequency 

value might be light colored. Therefore, the word 

which had the highest TF value and was most 

frequently used in the document was the term 

“cell”. This was followed by the term “cancer”. 

Then, the terms “haplotyp”, “journal”, “vaccin”, 

“patient”, “tumor”, “molecular”, “breast”, 

“medicin” were weighted by frequencies according 

to their order of importance, and the most 

frequently used word groups in these documents 

were created.  

 
Figure 5. Tag cloud graphic for “human-and-cancer data” using tag filter. 
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Similarly, the tag cloud graphic of the 

mouse-and-cancer class was given in Figure 6. The 

prominent words in this graphic were “cell” and 

“cancer” words. They were followed by “nutrient”, 

“effect”, “tumor”, “carcinoma”, “liver”, “model”, 

“drug”, “patient”, “pancreat”, “oncolog”. In 

addition to similar words, different words came into 

prominence in the tag clouds obtained under two 

subject titles. 

 
Figure 6. Tag cloud graphic for “mouse-and-cancer data” using tag filter. 

 

Figures 7 and 8 showed the TF values and 

the tag cloud graph obtained without applying the 

tag filter after two textual data were merged. 

Conjunctions such as “and”, “the”, “with”, “were”, 

“that” used in English were not filtered. Since such 

conjunctions were used very frequently in the text, 

such meaningless words were considered as 

meaningful in the study documents and weighted 

by their term frequencies and shown with 

uppercases and dark colored in the tag cloud. 

However, it was observed that the words with high 

frequency value in both documents such as “cell”, 

“cancer”, “tumor” and “patient” had a high level of 

occurrence in the analysis performed after the data 

were merged. 

 
Figure 7. Term frequency (TF) values obtained by frequency filtering without applying tag filter for both data. 
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Figure 8. Tag cloud graphic (without applying tag filter). 

 

Finally, the classification data output 

obtained by the K-NN algorithm was given in 

Figure 9. This output showed the classified word 

vectors and document rows. The red and blue 

colored document rows represented the human-and-

cancer category and the mouse-and-cancer 

category, respectively. 

 

 
Figure 9. Classified data window obtained by K nearest neighbor (K-NN) algorithm. 

 

The accuracy statistics table and the 

confusion matrix obtained by the K-NN algorithm 

were given in Figure 10. It was determined that 255 

of a total of 600 test documents belonged to the 

human-and-cancer class and the remaining 

belonged to the mouse-and-cancer class; the 

recall/sensitivity, specificity and precision values 

were 52.3%, 67.3% and 61.6%, for the human-and-

cancer documents, and 67.3%, 52.3% and 67.3% 

for the mouse-and-cancer documents, respectively; 

according to the F-criteria, the classification 

accuracy was 56.6% for the human-and-cancer 

documents and 62.6% for the mouse-and-cancer 

documents. The document classification estimation 

obtained with the K-NN algorithm was found to be 

59.8% while Cohen’s kappa value was 19.7%. 
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a) 

 
b) 

Figure 10. a) Confusion matrix and b) Accuracy statistics table view. 

 

DISCUSSION 

With the rapid development of technology 

and more integration of the internet into daily life, 

reaching accurate and reliable data in large-scale 

data sets in the fastest way has become the primary 

goal. Thus, text mining which digitalizes textual 

data and enables them to be applied for text mining 

algorithms has a very important place in today’s 

world. Text mining methods have become a 

frequently used method recently in the fields of 

medicine and biology (4, 6-13) as well as in many 

fields. In a study conducted by Yu et al. (13), 

investigating the genes and prognostic factors 

associated with breast cancer considering 708 genes 

in total which they obtained from the gene 

expression omnibus database, they created the 

transcription factor-target regulation and 

microRNA-target gene network using the text 

mining approach. Thompson et al. (4), in their 

study titled “Text Mining the History of Medicine”, 

utilized the ability of text mining methods to 

recognize various types of semantic information 

automatically (places, medical conditions, drugs, 

etc.), synonyms/variant forms of concepts, and 

relationships holding between concepts (which 

drugs are used to treat which medical conditions, 

etc.). Lam et al. (8) used the text mining method to 

determine the publication trends in journal articles 

related to sleep disorders published between 2000-

2013 and to explore the relationship between sleep 

disorders and methodological terms. Hoa and 

Zhang (7) investigated whether the written 

evaluations of Chinese patients about the doctors, 

who treated them, on the web and whether the 

positive and negative comments showed difference 

depending on the area of specialization of the 

doctors using the text mining method to provide 

health services more effectively. Mahgoub et al. (6) 

converted 100 internet page samples about avian 

influenza obtained from several sources (BBC, 

Reuters, yahoo, medical news today, etc.) into 

extensible markup language (XML) format and 

investigated the relationship between the keywords 

and tried to reveal the disease-related characteristics 

(location, patient’s condition, etc.) using a text 

mining system called extracting association rules 

from text (EART). 

In this study, the text mining method was 

applied to the documents obtained from Pubmed 

database under two different titles as “human-and-

cancer” and “mouse-and-cancer”. In the tag clouds, 

the most frequently used labels in both “human-

and-cancer” and “mouse-and-cancer” documents 

were written in larger letters and visualized. In both 

documents, the words “cell” and “cancer” had the 

highest TF value and were most frequently used. In 

the mouse-and-cancer studies, in addition to the 

words “cell” and “cancer”, it was seen that the 

words such as “nutrient”, “effect”, “tumor”, 

“carcinoma”, “liver”, “model”, “drug”, “patient”, 

“pancreat” and “oncolog” are prominent 

respectively. Similarly, in the tag cloud graphic of 

human-and-cancer class, in addition to the cell and 

cancer tags, the word “haplotyp” which is a gene 

term as well as words such as “journal”, “vaccin”, 

“patient”, “tumor”, “molecular”, “breast”, 

“medicin” were found to be the most commonly 

used word groups in these documents. The most 

frequently used word in the documents obtained 

from Pubmed was “cell”. The frequency of the 

words used in the texts about “human-and-cancer” 

and “mouse-and-cancer” reveals that these two 

cases have a very strong relationship with human 

and animal cells and hence the term frequency 

value is also high. In both categories, the word 

“tumor” stands out to be effective. Its term 

frequency is relatively lower than the word “cell”. 

When the same study was conducted without using 

the tag filter node, conjunctions such as “and”, 
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“the”, “with”, “were”, “that” were not filtered since 

they were used very often in the text. It is of great 

importance to filter such type of noisy data in the 

text mining studies since other terms that need to be 

significant remain in the background. Otherwise, 

the study will extend over a longer period time and 

the efficiency of the study will decrease, the cost 

will increase due to the use of redundant data and it 

will be more difficult to achieve the desired 

outcome. In the results of the K-NN algorithm, 255 

of 600 test documents were classified to be in 

human-and-cancer class while 157 were found to be 

estimated correctly and precision was calculated as 

61.6%. Similarly, of 345 test documents belonging 

to the mouse-and-cancer class, 202 belonged to the 

mouse-and-cancer class and the precision was 

found to be 58.6%. In addition, the recall/sensitivity 

indicating the ratio of the number of documents in 

both classes that were accurately predicted by the 

algorithm to the actual amount of test data was 

52.3% for the human-and-cancer class and 67.3% 

for the mouse-and-cancer class. The high rate in the 

classification of the mouse-and-cancer documents 

is marked here. According to the F-criteria, 

accurate classification percentages of the human-

and-cancer and mouse-and-cancer documents were 

obtained as 56.6% and 62.6%, respectively. 

Partially successful document classification 

estimation was found with a percentage of 59.8% 

with the K-NN algorithm. However, Cohen's kappa 

value, which shows the probability of total random 

fit between the actual and the classification results, 

was found to be 19.7%, and the fit was of slight 

level according to Cohen’s kappa classification 

(27). 

 

CONCLUSION 
The text mining method has many 

advantages such as having the ability to analyze 

both structural and non-structural data and 

providing fast, reliable and accurate information in 

big data sets. In this sense, it is recommended to use 

the text mining method and to generalize its use to 

obtain information quickly and reliably in the 

health field where there are numerous digital and 

printed documents. 
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